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Abstract 
Combining a faster system with a slower system might be difficult. To solve this issue, FIFO buffers 

are used. A FIFO buffer is called the First In, First Out buffer. The initial written data will be read from 

this non-random access memory type. Two systems that operate at distinct frequency levels are linked 

using a FIFO buffer. The high-frequency component is connected to the low-frequency component 

through a FIFO Buffer with a particular operating frequency to prevent data loss during transmission. 

This research paper uses globally asynchronous and locally synchronous method to build a FIFO 

Buffer and improve performance. 

 

Keywords: First in first out (FIFO), asynchronous, globally asynchronous locally synchronous (GALS), 

behavioral modelling, structural modelling 

 

1. Introduction 

FIFOs have become integral to digital systems as the design has become more modular. The 

design’s power, performance, and cost can be significantly impacted by the type of 

structured memory used [1]. Serial and parallel are the two types of architectural schemes and 

FIFO designs. The first FIFO generation was the serial FIFO (Such as shift register) that 

worked using a fall-through principle (Or pipeline). The parallel type of FIFOs are faster 

than serial FIFOs and were the second kind of the FIFOs used [2]. 

An asynchronous FIFO architecture uses two clock domains that are asynchronous to each 

other, wherein one clock domain is utilized to sequentially put data values into a FIFO buffer 

and the other clock domain is utilized to sequentially read the data from the same FIFO 

buffer. The throughput of the system is a critical productivity parameter. 

It gives units of information processed at a given time. The limits of the analog physical 

medium being used, the components’ processing capability, and end-user behaviour in a 

communication system can all impact throughput [3]. Throughput gauges the efficiency of 

hard drives, RAM, networking, and Internet connections. The purpose is to increase the 

throughput of the FIFO Queue Buffer and make it more efficient using globally 

asynchronous and locally synchronous methodology. A static memory component is utilized 

in two-pointer architecture for a FIFO buffer. The memory location and address of the data 

word are stored using pointers. This architecture does not perform data word shifting 

operations. Instead, read and write pointers are used twice. 

 

2. FIFO Technology 

Printed circuit boards (PCBs) that exchange data are present in every digital piece of 

equipment. When data reaches the printed circuit boards quickly or in large groups but is 

processed slowly or inconsistently, buffering, sometimes called interim storage, is always 

necessary. First In, First Out buffer is also known as FIFO. It is a type of non-random access 

memory where written data is read out first. Connecting two systems that run at various 

frequencies uses a FIFO buffer. A FIFO Buffer with a specific operating frequency connects 

the high-frequency and low-frequency components to avoid data loss during transmission. It 

can be implemented using the Muller C element or JTL in RFSQ [4]. 

One way of building FIFO buffers using a fall through principle using shift registers [3]. 

Control logic, storage, and read and write pointers comprise a hardware FIFO. Storage 

options include latches, flip-flops, static random-access memory (SRAM), etc.  
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For larger FIFOs, a dual port SRAM with reading and 

writing ports is employed [5]. A binary-coded address (write 

address and read address) is used to access the FIFO 

memory block. To determine the FIFO state (Full or empty), 

gray-coded address is generated from the binary- coded 

address and transferred to other clock domain [6]. Multi-bit 

signal change problem while latching into synchronizers is 

eliminated using gray-coded address transfer [7, 8]. This kind 

of architecture does not perform data word-shifting 

procedures. Instead, two read/write pointers are employed. 

Read pointers contain the memory address from which the 

data is read. The reading of the data progresses it. Write 

pointers advance and store the memory address where the 

data is being written after each writing operation. These 

pointers are used to generate status flag signals. Upon reset, 

the read and write pointer starts at zero. When a write 

pointer passes over a read pointer, the FIFO is said to be 

full; when a read pointer catches up to the write pointer, it is 

said to be empty [9, 10].  

 

3. Globally Asynchronous Locally Synchronous 

With the increase in design complexity and clock frequency 

of a digital circuit, using a synchronous clock has increased 

the power consumption and area on the chip. Another major 

problem that arises from using a synchronous clock is that it 

significantly contributes to the noise in analog circuit 

components such as phase-locked loops and signal 

converters. In place of synchronous blocks, if adequately 

designed, asynchronous blocks can be more robust, fast and 

power efficient. Asynchronous FIFO operation is based on a 

handshaking protocol between the sender (Active) and 

receiver (Passive) and is synchronized by request and 

acknowledge handshaking signals [11, 12]. Asynchronous 

FIFOs can tolerate variation better [13]. But this will add a 

large number of control overheads to the system. Thus, 

Globally Asynchronous Locally Synchronous methodology 

is used to overcome this challenge [14]. The idea behind 

GALS is to split a block into smaller sub-blocks. These sub-

blocks are synchronous locally but are connected 

asynchronously. So instead of using a fixed period clock as 

used in globally synchronous systems, GALS systems have 

a locally generated clock whose period is specified for the 

local (Synchronous) block [15]. Thus, the block as a whole is 

Asynchronous globally. The locally synchronous blocks 

communicate using asynchronous handshaking [16, 17]. A 

common approach is to add an asynchronous wrapper, 

which provides an interface from the synchronous to the 

asynchronous environment (and vice versa), to every locally 

synchronous block. The asynchronous wrapper also controls 

asynchronous communication between locally synchronous 

blocks [18, 19, 20]. This methodology helps to increase the 

speed and decrease the power consumption, control 

overheads, electromagnetic induction, and die area. 

 

4. Methodology 

The working of the FIFO buffer is achieved using Verilog 

coding, a hardware description language. Verilog coding is 

easy to implement, and debugging can be easily done 

regardless of design size. The working methodology 

consists of four steps- coding, synthesis, implementation, 

and simulation.  

 

 
 

Fig 1: RTL Schematic of FIFO buffer 
 

The coding portion involves writing the Verilog code 

according to the designed FIFO buffer's specifications. 

While coding, four types of pointers are mentioned: read 

pointer, write pointer, memory array, and status flag 

generator. The fig 1, is a general outline of the FIFO buffer 

showing the buffer input, clock, read enable , reset , write 

enable, buffer full status, buffer empty status, buffer output 

and the FIFO counter [21]. 

 

 
 

Fig 2: An in-depth view of the RTL Schematic of FIFO buffer 
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The synthesis process involves the generation of a netlist for 

every source file. Further, implementation divides the 

section into three parts - translate, map, place, and route. 

These three parts involve assembling several files into a 

single netlist, mapping I/O blocks, placing the design on the 

chip, and connecting the components. The fig 2, shows how 

the various components obtained after the synthesis process 

are implemented by mapping the design of the circuit and 

routing them. The summary of the design and report is 

generated after the implementation, followed by simulation. 

Errors, if any, are checked and corrected in the code during 

the simulation.  

Procedural statements are used for behavioral modeling in 

the FIFO buffer. It uses a two-pointer method which is the 

read-and-write pointer. 

 

 
 

Fig 3: RTL Schematic of Write Pointer 
 

For a write operation, the write pointer advances and stores 

the memory address where the data has to be written. There 

are high chances of overflow when the data is written while 

the FIFO is complete. Otherwise, the chances are low. 

From fig 3, the RTL Schematic of the Write Pointer is seen. 

The write operation is carried out if the FIFO buffer is not 

full. Once the buffer becomes full then the read enable is 

incremented and the write operation is stopped to prevent 

overflow of data. The write pointer always points to the 

location from where the write operation has to begin.  

 

 
 

Fig 4: RTL Schematic of Read Pointer 
 

The read pointer as shown in Fig 4, has the memory address 

from where the data has to be read. Upon reset, both the 

read and write pointers remain at zero. There are also high 

chances of underflow when data is read from FIFO while it 

is empty. Otherwise, the chances are low. The FIFO buffer 

also has a counter that increases by one for every write 

operation and decreases by one for every read operation. 

The status flag generator indicates whether the read or write 

operation is being carried out. Fig 5 shows the RTL 

Schematic of the Status flag generator. The status flag 

becomes active when the buffer is full. This in turn enables 

the read to start the reading operation. 

 

 
 

Fig 5: RTL Schematic of Status Flag Generator 
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Fig 6, gives an idea of the RTL Schematic of the memory 

array. The memory array stores the buffer input while the 

write operation is performed to prevent data loss. Once the 

write operation is done, the data is accessed from the 

memory array for a read operation using the read pointer. 

 

 

 
 

Fig 6: RTL Schematic of Memory Array 

 

5. Design Simulation 

Waveform, as shown in Fig 7, is obtained after the 

Testbench simulation is used to operate the FIFO buffer. 

Generally, the empty status flag is set to high whenever the 

FIFO buffer is empty and is out of data. Write enable is 

turned (logic 1) at the falling edge of the clock pulse. The 

value of the counter grows to one as the write pointer 

advances. After receiving 15 additional data inputs (buffer 

utilizes 16x8 memory array), the FIFO buffer becomes full, 

and the counter value reaches its limit making the full status 

signal rise to one. 

Once the full status signal rises, no additional data can be 

written in the buffer to avoid data loss making the read 

enable switches too high for reading the data from the 

signal's head. When read enable is enabled the data is read 

at the FIFO buffer's output port and the counter drops to its 

minimum value of zero one by one. The empty flag is again 

set to high once all the data is read from the FIFO buffer [22].  
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Fig 7: The waveform of testbench simulation 

 

6. Conclusion 

In this work, we implemented a FIFO buffer using the 

globally asynchronous and locally synchronous 

methodology for high throughput. The status flag generator, 

a memory component, a write pointer, a read pointer, and 

both the read and write enable. The read-and-write pointer 

indicates the memory location where data is being read or 

written. The FIFO counter's value goes up by one for every 

write action, and for every read operation, it goes down by 

one. When the read-and-write operation co-occurs, the value 

of the FIFO counter does not change. The queue's status 

signal lets you know if it's full or empty. This FIFO 

architecture can be used in a system operating on a high 

clock frequency to reduce power consumption and noise. 
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